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Declaring an Incident*
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Objective #1: No outages
(but if we have one, degrade gracefully)
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Objective #2: Have enough serving capacity
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Objective #3: Forecast demand accurately
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Communication
is a Full-Time Job

Adjourning
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Workstreams

Forming Storming Performing Adjourning



Capacity

do we have more raw
resources we can turn into meet
capacity?

ind more
resources

.



f(sessions) = compute resources
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Dependencies

are all of the systems
we depend on able to handle our
additional load?

identify solutions
and workarounds



Bottlenecks

an we remove any artificia
scaling bottlenecks to make better use
of available resources?

find the next scaling
e



Improving Throughput by Reshaping Server Instances

" Request Throughput per CPU [ Request PathCPU [ Instance Overhead CPU

[
e

Total CPU Reservation per Instance

1x (Baseline) 2x 4x

Note: The y-axes are scaled to illustrate the example in relative terms.



ontrol Knobs

can we quickly &
proactively modify the system in
order to prevent
a large outage?

build more fire
escapes
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Production

_ safely deploy these
changes to production
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